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Through our policy papers, we aim to provide 
practical recommendations to help senior 
politicians, public servants and industry 

leaders adapt and respond to today’s 
challenges.

Summary

Although artificial intelligence (AI) systems have until now been highly 
specialized, capable of performing only a limited number of tasks, we are 
currently witnessing a paradigm shift. "General purpose" AI systems like 
ChatGPT are now capable of performing an increasingly large number 
of tasks and could rapidly accelerate technological change. AI could the-
refore quickly become a decisive competitive advantage for companies and 
countries alike, as suggested by the exponential growth in the resources in-
vested: 92 billion dollars of private investment in AI in 2022, almost 20 times 
more than ten years ago.  

MAKING AI SAFE : A NATIONAL SECURITY ISSUE

The accelerating development of AI is nevertheless a major and growing 
security challenge. Like nuclear technology, AI is an inherently dual-use 
technology that can quickly be misused for malicious purposes. AI systems 
based on machine learning, which learn to perform a task from examples 
rather than from predefined rules, also pose an unprecedented safety risk 
linked to their statistical nature, with new and unpredictable failure modes. 
They are not very robust, i.e. their behavior can suddenly change in new en-
vironments, and are difficult to explain: they are "black boxes" that operate 
autonomously, without us really knowing how or why. Google (BARD), Micro-
soft (Bing) or OpenAI (ChatGPT) are unable to prevent their conversational 
agents from producing factual errors and violent or biased behavior. As these 
systems become more capable and autonomous, the proper specification of 
their objectives, i.e. making sure that the system’s objectives are aligned with 
their users’ preferences and with the common good, is becoming a major 
issue. With the rapid progress of AI and its massive dissemination in all 
sectors of activity, these safety risks could rapidly increase and repre-
sent an issue of national and international security. 
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SPECIFYING HUMAN PREFERENCES FOR AI SYSTEMS : A SOCIETAL ISSUE

The development of advanced AI systems and their large-scale deployment 
is also a major societal issue. To the extent that AI systems make decisions 
or recommendations, they carry values and necessarily impact our freedom, 
whether their designers like it or not. AI labs developing general purpose 
AI systems are now trying to improve their performance by explicitly in-
tegrating human preferences, i.e. a model of human and societal values. 
ChatGPT, for example, relies on reinforcement learning from human feed-
back (RLHF). Interpreting human preferences by asking our opinion (RLHF 
for example), by observing our behaviors or by specifying a list of moral prin-
ciples requires a deep understanding of the ethical implications before being 
relied upon in our machines. Nevertheless, the specification of human 
preferences for AI systems is an emerging research field, strategic yet 
almost unexplored to date.

SAFE AND TRUSTWORTHY AI: A STRATEGIC OPPORTUNITY

Thanks to much higher levels of investment - especially private - the United 
States and China have acquired a substantial lead in the development of AI. 
Europe has accumulated a delay that is difficult to make up. Focusing on 
safe and trustworthy AI now constitutes Europe’s best differentiation 
strategy to position itself as a key player in AI. It is also an imperative to 
protect our security and our values for society. 

Safety and trustworthiness are now significant technological barriers to the 
development of general purpose AI systems and a central concern of many 
top international AI researchers. In addition, the European Union will soon 
impose safety and trustworthiness requirements on AI systems through 
extraterritorial regulation, coupled with a civil liability directive for AI and 
pioneering work on standards. This regulatory framework could have the 
same international reach as the GDPR before it.

Within Europe, France is particularly active and has positioned itself as 
a leader on the topic. It was the first country to propose including "general 

purpose" AI systems (such as ChatGPT) in the European AI Act and stands 
out as a driving force in the European standardization efforts. Above all, it 
has several key technical assets for developing safe and trustworthy gene-
ral purpose AI systems: in fundamental research, thanks to world-class re-
searchers in mathematics and AI capable of attracting the best international 
talent; in systems and software engineering for safety, thanks to a DARPA-like 
advanced research project on trustworthy AI for critical systems, as well as an 
ecosystem of industrial actors; and in the development of large-scale general 
purpose AI systems, thanks to the Bloom project, a large-scale language mo-
del developed with French researchers and the powerful computers of the 
French National Centre for Scientific Research (CNRS). 

If France and Europe wish to fully capitalize on this unprecedented op-
portunity, they must adopt an ambitious approach to develop truly safe 
and trustworthy general purpose AI systems on the one hand, and to 
regulate dangerous general purpose AI systems on the other.

Objective 1:  
Make France a world leader in R&D in the safety and trustworthiness 

 of general purpose AI systems

RECOMMENDATION 1: Attract world-class AI researchers to France with a call 
made at the highest level of government, much like the "Make Our Planet 
Great Again" initiative, focused on developing safe and trustworthy general 
purpose AI systems.

RECOMMENDATION 2: Create a DARPA-like advanced research project to de-
velop safe and trustworthy general purpose AI systems, with 100 million eu-
ros of public investment, an agile governance structure, and the strengths of 
the French ecosystem.

RECOMMENDATION 3: Create a global research hub on understanding and 
specifying human preferences for general purpose AI systems. Entrust the 
coordination of this hub to a recognized research institute (e.g., ENS or 3IA) 
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and ensure dedicated funding, e.g., via Priority Research Programs and 
Equipment (PEPR).

RECOMMENDATION 4: Make safe and trustworthy AI an Important Project of 
Common European Interest (IPCEI) to relax state aid rules and/or one of the 
European Union's "flagships" endowed with approximately 1 billion euros. 

RECOMMENDATION 5: Develop two benchmarks for research to measure the 
trustworthiness and performance of general purpose AI systems.

RECOMMENDATION 6: Create a talent pool in AI safety by making public fun-
ding for AI training programs conditional on those programs including a mo-
dule on AI safety and trustworthiness.

Objective 2: Define a European regulatory  
framework for the safety and trustworthiness  

of general purpose AI and promote 
 its adoption worldwide

RECOMMENDATION 7:  Implement France's proposal to include general pur-
pose AI systems in European AI regulation and promote its adoption world-
wide via the EU-US Trade and Technology Council (TTC) and the G20.

RECOMMENDATION 8:  Entrust the future French AI regulator with a pilot ex-
periment or a mock run of the audit process included in the EU’s AI Act, in 
order to support the upskilling of France’s audit ecosystem (companies, audi-
tors, regulator).	

RECOMMENDATION 9: Develop a regulatory sandbox within the future French 
AI regulator and in close collaboration with evaluation actors such as France’s 
National Metrology and Testing Laboratory (LNE), in order to test the confor-
mity of new AI and general purpose AI systems before their market release.

RECOMMENDATION 10: Entrust the future French AI regulator with the crea-
tion of a database documenting AI safety incidents.
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General purpose AI systems: a new paradigm 
in AI

In the 21st century, AI will be what atomic 
physics was to the 20th century: an issue of 
historical competitiveness, an issue of national 
security, and an issue of freedom and societal 
values

Safety and trustworthiness: the missing link for 
general purpose AI systems 

While Europe has fallen behind in cutting 
edge AI, it has valuable assets for safe and 
trustworthy AI

Recommendations

Objective 1: Make France a world leader in R&D in the safety 

and trustworthiness of general purpose AI systems

Recommendation 1:  Attract world-class AI researchers to 
France with a call made at the highest level of government, 
much like the "Make Our Planet Great Again" initiative, 
focused on developing safe and trustworthy general purpose 
AI systems.

Recommendation 2: Create a DARPA-like advanced 
research project to develop safe and trustworthy general 
purpose AI systems, with 100 million euros of public
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investment, an agile governance structure, and the strengths of the 
French ecosystem.  

Recommendation 3: Create a global research hub on 
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recognized research institute (e.g., ENS or 3IA) and ensure dedicated 
funding, e.g., via Priority Research Programs and Equipment (PEPR).

Recommendation 4: Make safe and trustworthy AI an Important 
Project of Common European Interest (IPCEI) to relax state aid rules 
and/or one of the European Union's "flagships" endowed with 
approximately 1 billion euros. 

Recommendation 5: Develop two benchmarks for research to 
measure the trustworthiness and performance of general purpose 
AI systems.

Recommendation 6: Create a talent pool in AI safety by making 
public funding for AI training programmes conditional on those 
programmes including a module on AI safety and trustworthiness.

Objective 2: Define a European regulatory framework for the safety 
and trustworthiness of general purpose AI and promote its adoption 
worldwide

Recommendation 7: Implement France's proposal to include 
general purpose AI systems in European AI regulation and promote 
its adoption worldwide via the EU-US Trade and Technology Council 
(TTC) and the G20.
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a pilot experiment or a mock run of the audit process included in 
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ecosystem (companies, auditors, regulator).
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Recommendation 9: Develop a regulatory sandbox within the 
future French AI regulator and in close collaboration with evaluation 
actors such as France’s National Metrology and Testing Laboratory 
(LNE), in order to test the conformity of new AI and general purpose 
AI systems before their market release.

Recommendation 10: Entrust the future French AI regulator with 
the creation of a database documenting AI safety incidents.

Appendix 1 - AI timelines: top AI researchers give 50% 
chance of developing human-level AI systems by 2059. 
So far, they have vastly underestimated the rate of 
development.

Appendix 2 - Overview of AI regulation in the world

Appendix 3 - Overview of AI standardization in the 
world

Appendix 4 - Overview of safe and trustworthy AI 
research in the world

Appendix 5 - Conformity assessment in the EU’s AI Act 
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General purpose AI systems: 
a new paradigm in AI 

Artificial intelligence (AI) is a set of techniques that enable the automa-
tion of tasks normally entrusted to humans, in particular reasoning1 and 
perception. 

The difficulty of understanding what constitutes "intelligence" makes it diffi-
cult to reach a consensus on what constitutes "artificial intelligence". Never-
theless, the OECD proposes a definition that comes closest: "An AI system is a 
machine-based system that can, for a given set of human-defined objectives, 
make predictions, recommendations, or decisions influencing real or virtual 
environments. AI systems are designed to operate with varying levels of au-
tonomy."

To grasp the subject and understand what we are talking about in 
concrete terms, we need to look at the specific techniques that currently 
underpin AI. To date, there are two main approaches to AI: symbolic AI 
and machine learning.  

Symbolic AI systems rely on facts and formal rules to deduce a result. This 
approach was very successful in the 1970s, with so-called "expert" AI systems, 
capable of simulating the know-how of a human expert. In the medical field 
for instance, expert systems help with diagnosis: "If the patient shows symp-
tom X, then it is that she has disease Y". In the field of chess, the DeepBlue 
expert system developed by IBM caused a sensation in 1997 when it defeated 
the international chess player Garry Kasparov. Nevertheless, expert systems 
are quickly limited when it comes to specifying formal rules capable of consi-
dering a large number of cases. A computer can compute all permutations 

1

1 The term reasoning is to be taken in a broad sense, as a cognitive process allowing a  
  problem to be posed in order to obtain a result. The term has been used for example by the  
  European Parliament to define AI. 

2 In chess, 10^120 different games are possible, and the number of possible moves in a  
  typical position is about 40. In Go, 10^170 different games are possible, and the number of  
  possible moves in a typical position is about 300. For comparison, the number of  
  elementary particles in the visible universe is estimated at 10^80. Source. 

3 2018, “Journal of Investigative Dermatology”

in a game of chess, but has a harder time computing all permutations in the 
more complex game of Go2, and has no chance of computing all possibilities 
in the real world, for example while driving a car.

Machine learning systems solve this problem through inductive and probabi-
listic reasoning. They rely on data and statistical reasoning methods to learn 
correlations. In the medical field, for example, rather than making a medical 
diagnosis by applying domain-specific knowledge and preconceived rules, 
as an expert system would do, a machine learning system will go through 
a large number of previously diagnosed cases in order to establish correla-
tions itself. However, these correlations do not necessarily reflect a causal 
link. Some AI systems for cancer diagnosis have for instance "learned" to 
distinguish between images of malignant and benign tumors according to 
the presence or absence of a ruler in the image. Among the pre-diagnosed 
and labeled images of tumors provided to them, images of malignant tumors 
more often contained a ruler, present to measure its size3. Based on inductive 
and probabilistic reasoning, rather than deductive and logical reasoning, the 
correlation between the ruler and the diagnosis of a cancer is clear. Despite 
these limitations, machine learning systems represent today the vast ma-
jority of AI use cases (image recognition, voice recognition, algorithms for 
recommending content or purchases, translation, etc.). Several projects are 
nevertheless trying to combine the strengths of symbolic AI with those of 
machine learning: this approach constitutes hybrid AI.

Machine learning systems can be divided into three families: supervised lear-
ning; unsupervised learning; and reinforcement learning. As with the medi-
cal diagnosis example, each has advantages and limitations.  

https://www.europarl.europa.eu/news/fr/headlines/society/20200827STO85804/intelligence-artificielle-definition-et-utilisation
https://espaces-numeriques.org/wp-content/uploads/2018/04/L111Sp24.pdf
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The three families of machine learning

SUPERVISED LEARNING

The algorithm is able to predict the value or category of an input object 
(a picture, an apartment, etc.) by learning from a corpus of labeled exa-
mples, i.e. for which the value or category of the object is already indi-
cated.
 
For example, by learning from a corpus of house descriptions (location, 
size, presence or absence of certain amenities) for which the price is 
already indicated, an algorithm is able to predict the price of a house that 
is not in the corpus. Or by learning from hundreds of images that have 
already been categorized as a dog or a cat, an algorithm is able to indicate 
whether a new image is that of a cat or a dog (or neither, provided that 
this "unidentified" category has been specified). 

The behavior of the algorithm depends intimately on:

1.	 the quality of the training data: it may be biased and unrepresentative, 
or it may carry pre-existing biases; 

2.	 specified categories: these may be non-exhaustive and may not contain 
an "unidentified" category, and depend on how the training data was 
labeled;

3.	 the type of algorithm used and its parameterization.

UNSUPERVISED LEARNING

The algorithm is able to group, for example, unlabeled objects into dis-
tinct categories according to their similarities and differences. We do not 
specify a type of value (e.g. price), nor predefined categories according 
to which we want to classify the objects. We let the algorithm identify by 
itself the most relevant way to group the objects of the corpus.

For example, the algorithm could learn to group unlabeled images of 
dogs and cats into two categories on its own, or group newspaper articles 
by topic.

The behavior of the algorithm depends intimately on: 

1.	 the data that characterizes the objects;
2.	 the criteria used to measure similarity or difference; 
3.	 how these criteria are analyzed and weighted. 

REINFORCEMENT LEARNING

The algorithm is able to act according to a given goal (playing chess, dri-
ving a car, etc.) by learning through trial and error and being rewarded 
according to whether it gets closer to, or reaches, the specified goal. Just 
as a rat is taught to perform specific tasks by rewarding it with food.

For example, the algorithm could learn to suggest videos that the user 
wants to see by receiving a reward, i.e. a score that it must maximize, each 
time the proposed video is viewed by the user until the end. Or the algo-
rithm can learn to play chess or video games, receiving a reward when it 
gains points or wins the game. 

The behavior of the algorithm depends intimately on how the goal is spe-
cified, that is, how the goal is translated into a reward. Specifying the goal 
of providing videos "that the user wants to see" by rewarding videos that 
are viewed until the end may favor videos that are short, sensational, or 
that confirm the user's strongly held opinions. Specifying a reward func-
tion that is perfectly aligned with the desired goals can be particularly dif-
ficult and pernicious (see below).

These families are not exhaustive but give a useful idea of how most ma-
chine learning systems work. There are other complementary techniques, 
such as semi-supervised learning, which requires only a small number of 
labeled examples, transfer learning, which involves learning how to per-
form a new task by reusing skills learned for a previous task, and self-su-
pervised learning, which is considered an intermediate form between 
supervised and unsupervised learning. The latter is notably used in AI mo-
dels4 for natural language processing such as ChatGPT. The model gene-
rates the data labeling itself by hiding some training data, such as words, 
and training itself to predict them.

4 In this paper, the terms “AI model” and “AI system” are used as synonyms. 
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In recent years, machine learning techniques have seen impressive progress 
thanks to two advances in particular: deep learning and the transformer 
architecture.  Deep learning is inspired by the structure of the human brain 
to boost the performance of machine learning systems on many tasks such 
as image recognition or natural language processing. This technique works 
particularly well for problems that have very large amounts of training data. 
The transformer is a deep learning architecture introduced in 2017 that al-
lows the AI system to focus its attention on the data most relevant to the task 
at hand. 

While AI systems have historically been highly specialized, able for exa-
mple to diagnose medical images better than humans but unable to do 
anything else, this paradigm is beginning to change. Technical advances 
in deep learning and transformers, supported by the explosion of data5 and 
compute power6, have notably enabled the emergence of "general purpo-
se AI" (GPAI) systems. As the name implies, general purpose AI systems are 
capable of performing many different tasks. Natural language processing AI 
systems, such as the ChatGPT chatbot, can now do our children's homework 
in both math and French literature. The AI system Gato, developed by Google 
DeepMind, is capable of performing more than 600 different tasks: chatting 
with humans, recognizing objects, manipulating robotic arms, playing video 
games, etc. These AI models, which are complex and costly to develop, are 
sometimes called "foundation models" because of their ability to be reused 
and adapted by different actors for specific use cases. Companies or users 
can thus submit new learning data to the pre-existing AI model in order to 
optimize its performance on a specific use case, for example its answers to 
medical or legal questions (a technique known as "fine tuning"). 

The rapid development of general purpose AI heralds major technolo-
gical changes. This technological development could also accelerate ra-
pidly if these AI systems themselves contribute to it (see Appendix 1 - AI 
timelines). Especially since the development of new capabilities by the most 
advanced AI systems is often difficult to predict. Sometimes it is enough to 
exceed a threshold in the size of the AI model (its number of parameters), the 
amount of training data, or the training time for the system to suddenly de-

velop new capabilities. For example, in the past, large language models have 
suddenly developed abilities to write or do arithmetic.

In the 21st century, AI will be what atomic 
physics was to the 20th century: an issue 
of historical competitiveness, an issue of 
national security, and an issue of freedom 
and societal values.

AI could thus quickly become one of the main factors of competitive-
ness, as shown by the exponential growth of investment: $92 billion of 
private investment in 2022, i.e. almost 20 times more than in 20137 . The AI 
market itself could grow from about $87.04 billion in 2021 to $1,597.1 billion 
in 2030, eight times the size of the commercial aircraft market, with an ave-
rage growth rate (CAGR) of 38.1%8. The added value of AI for all sectors of the 
economy has been estimated by PwC at $15,700 billion by 2030, or about 
+14%9 of global GDP. 

5 The volume of data created has grown - globally - from 2 zettabytes (2 trillion bytes) in  
  2010 to 18 zettabytes in 2016, and then, according to forecasts, to 64 zettabytes in 2020 and  
  181 zettabytes in 2025. Scientific note from the French Parliamentary Office for Science and  
  Technology Assessment, January 2023.
 
6 Moore's law is the observation that the number of transistors in an integrated circuit  
  doubles about every two years. This observation has roughly held true since the 1970s.

7 Stanford Institute for Human-Centered Artificial Intelligence (HAI) 2023 AI Index Report

8 According to a study by Precedence Research, other studies put the same order of  
  magnitude.

9 In 2019, McKinsey estimated that Europe could add about €2.7 trillion in GDP by 2030,  
  or +20%, resulting in 1.4% compound annual growth over that period. More recently, in  
  April 2023, a Goldman Sachs report estimated that generative AI could generate a 7% (or  
  nearly $7 trillion) increase in global GDP and a 1.5 percentage point increase in  
  productivity growth over a 10-year period.

2

https://platform.openai.com/docs/guides/fine-tuning
https://bounded-regret.ghost.io/future-ml-systems-will-be-qualitatively-different/
https://mathai-iclr.github.io/papers/papers/MATHAI_29_paper.pdf
https://twitter.com/JeffDean/status/1539743557476663300
https://arxiv.org/abs/2005.14165
https://aiindex.stanford.edu/report/#individual-chapters
https://www.prnewswire.com/news-releases/commercial-aircraft-market-to-garner-192-76-billion-globally-by-2030-at-4-2-cagr-allied-market-research-301522566.html
https://www.pwc.com/gx/en/issues/data-and-analytics/publications/artificial-intelligence-study.html#:~:text=AI%20could%20contribute%20up%20to,come%20from%20consumption%2Dside%20effects
https://www.assemblee-nationale.fr/dyn/16/rapports/ots/l16b0768_rapport-information
https://www.globenewswire.com/news-release/2022/04/19/2424179/0/en/Artificial-Intelligence-Market-Size-to-Surpass-Around-US-1-597-1-Bn-By-2030.html
https://www.mckinsey.com/featured-insights/artificial-intelligence/tackling-europes-gap-in-digital-and-ai
https://www.goldmansachs.com/insights/pages/generative-ai-could-raise-global-gdp-by-7-percent.html
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estimated in 2021 and 2030 ($ billion)

AI's penetration into the economy is growing rapidly and its potential to acce-
lerate science and technology is immense. The AlphaFold algorithm, for exa-
mple, unlocked one of the most complex problems in medical science: pre-
dicting the structure of proteins from their amino acid sequence, earning its 
developers the 2022 Breakthrough Prize in Life Sciences. New AI systems will 
certainly enable other major advances in the coming years, including advances 
that rapidly accelerate the very development of AI. 

10According to McKinsey's "The State of AI in 2021" report, 56 percent of all respondents  
  report AI adoption in at least one function, up from 50 percent in 2020.

The accelerating development of AI is nevertheless a growing security is-
sue. Like nuclear technology, AI is a dual technology: it can be used for 
both civilian and military purposes, and can easily be misused for malicious 
purposes. For example, AI drug discovery systems, used to identify molecules 
capable of curing patients of diseases, can easily be hijacked to identify lethal 
molecules for use in biochemical weapons. AI models capable of generating 
computer code, such as ChatGPT, can be hijacked to identify vulnerabilities 
in information systems and design more effective and more numerous cyber 
attacks. Each of these examples is proven. Hijacking a drug discovery AI mo-
del or embedding a facial recognition system in a missile is also much easier 
and cheaper than hijacking a uranium enrichment plant to produce nuclear 
weapons. The risk of misuse of AI, for example by terrorist groups, is thus par-
ticularly high11. 

Unlike nuclear technology, machine learning AI systems pose unique 
safety and failure risks. Their statistical nature makes them inherently unpre-
dictable: once the algorithm's objectives and learning method have been 
specified by its designer, an AI system learns to perform a task autonomously, 
relying on its training data to adapt and optimize its behavior. They are not 
very robust, i.e. their behavior can suddenly change in new environments, 
and are difficult to explain: they are "black boxes" that work, without us really 
knowing how or why. We can observe the output results, we can observe the 
modifications to the AI system as it learns, but we don't know what each of 
these modifications are for, nor what impact they will have on its behavior. The 
automated tumor classification algorithm cited above actually identified rulers 
and not tumors, risking many misdiagnoses when deployed. Google (BARD) 
as well as Microsoft (Bing) and OpenAI (ChatGPT) fail to predict and prevent 

11AI also poses structural risks: by profoundly changing the strategic landscape, it impacts  
  other major risks. For example, AI could increase cyber risk: by increasing cyber attack  
  capabilities with new means to detect and exploit large-scale computer vulnerabilities. AI  
  could also impact the risk of nuclear disaster: by limiting second-strike capability through  
  its ability to detect a country's nuclear arsenal, AI can encourage a pre-emptive nuclear  
  strike. The structural risks of AI are, however, indirect and of little use to the discussion in  
  the paper. 

Commercial aircraft market AI market

https://www.mckinsey.com/capabilities/quantumblack/our-insights/global-survey-the-state-of-ai-in-2021
https://www.euractiv.com/section/artificial-intelligence/news/europol-warns-against-potential-criminal-uses-for-chatgpt-and-the-likes/
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factual errors and violent or biased behavior in their conversational agents. As 
they become more capable and autonomous, the proper specification of the 
goals of these systems also becomes a major safety issue. Google DeepMind's 
reinforcement learning agents find ingenious solutions to maximize their 
reward that detract from their designers' goal, or even mislead their human 
evaluators. There are many examples of unpredictable and sometimes dange-
rous failures and behaviors, which the Artificial Intelligence Incident Database 
attempts to catalog.

The three safety issues in AI:  
robustness, explainability and transparency,  

and the proper specification of objectives

The Center for security and emerging technology (CSET), an American think 
tank specialized in emerging technologies, groups the safety issues of AI 
systems into three main families12 : robustness, explainability13 and transpa-
rency, and the proper specification of objectives14 .

1. 

The robustness of an AI system guarantees that it will work reliably, 
even in unfamiliar situations. However, the behavior of machine lear-
ning systems is based on statistical correlations, and not on an understan-
ding of the underlying reality. 

12 The Select Committee on Artificial Intelligence, which advises the U.S. government on  
  AI strategy, also highlights the sources of unpredictability and risk in AI systems  
  related to deploying AI in complex and uncertain environments and the risk of  
  emergent behavior (robustness issues), as well as the issue of misspecification of  
  goals.

13 Can also be referred to as interpretability. 

14 The specification problem is sometimes also called the alignment problem, or the  
  control problem.

So when the underlying reality changes, and the correlations disappear, 
the AI system may adopt a behavior that is inappropriate to the new si-
tuation and potentially dangerous, as shown in the medical diagnosis 
example above. Some cyberattacks are designed to exploit these vulne-
rabilities. An adversarial attack aims at deceiving an AI system by slightly 
changing the examples submitted to it. Thus, after a few imperceptible 
modifications to a stop sign by a malicious actor, a few strokes of a black 
marker for example, the AI system in your car might not recognize the sign. 
The result: the car does not stop at the STOP sign and causes an accident. 

Example of an adversarial attack: (a) the left panel image is 
original and not problematic; (b) the right panel image has been 

imperceptibly modified, in order to fool image recognition AI 
systems.

  
Source:  Practical Black-Box Attacks against Machine Learning, 

Papernot et al., 2016

2.

The explainability and transparency of an AI system allows a human 
operator to understand and analyze its behavior, to ensure that it 
works the way it should. In the case of the tumor classification algorithm 
mentioned above, more explicability and transparency would have al-
lowed for faster detection of diagnostic errors. 

https://www.theverge.com/2023/2/8/23590864/google-ai-chatbot-bard-mistake-error-exoplanet-demo
https://www.theverge.com/2023/2/15/23599072/microsoft-ai-bing-personality-conversations-spy-employees-webcams
https://www.bloomberg.com/news/newsletters/2022-12-08/chatgpt-open-ai-s-chatbot-is-spitting-out-biased-sexist-results
https://www.deepmind.com/blog/specification-gaming-the-flip-side-of-ai-ingenuity
https://incidentdatabase.ai/
https://arxiv.org/pdf/1602.02697.pdf
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3. 

The proper specification of the objectives of an AI system is necessary 
to align its actions with the intentions of its designer and to avoid un-
desirable behavior. It is extremely difficult to translate the complexity and 
nuance of human objectives into language understandable by a computer, 
and very easy for a machine to misunderstand the intent of human instruc-
tions, by applying them too literally. The myths of King Midas or the Sor-
cerer's Apprentice illustrate this difficulty perfectly. For example, in 2014, 
Amazon deployed an algorithm to pre-screen resumes from candidates 
who applied for a job opening. The algorithm's goal was to select candi-
dates who most closely resembled those who had been hired by Amazon 
in the past. Only after it was deployed did Amazon realize that the goal 
had been misspecified. Rather than pre-selecting the best profiles, the al-
gorithm had learned to discriminate against female profiles, having found 
that female profiles had rarely been hired in the past. How do you explain 
to a machine what is meant by "the best candidates" or by "videos that the 
user wants to see" in the case of video recommendation algorithms (see 
example above)? The task is not simple.

This problem of properly specifying the goals of an AI system becomes 
even more dangerous for increasingly advanced and general AI systems. 
How do we ensure that an autonomous AI system, capable of setting a strate-
gy to achieve its goals and mobilizing a large number of skills to do so, does 
what we want it to do? How do we prevent it from carrying out the requests 
of a malicious person, or from causing unintended harm, even with good in-
tentions, as in the aforementioned cases of King Midas or the Sorcerer's Ap-
prentice? Research on this problem is notably carried out by teams within AI 
labs developing general purpose AI systems, such as DeepMind or OpenAI.

With the rapid advances in AI and its massive dissemination across in-
dustries, this risk of failure could rapidly increase and represent a major 
national safety issue. Several governments and international organizations 
have already sounded the alarm on the catastrophic potential of certain acci-
dents related to advanced and general purpose AI systems, calling for these 

risks to be integrated into their national resilience strategies, in the same way 
as pandemic risks for example. The UK's December 2022 National Strategy for 
AI explains, among other things, that "the government takes the long term 
risk of non-aligned Artificial General Intelligence, and the unforeseeable 
changes that it would mean for the UK and the world, seriously" and calls 
for "cross-government processes to accurately assess long term AI safety and 
risks" and working with national security, defense and key researchers to un-
derstand how to anticipate and prevent catastrophic risks. The U.S. National 
Security Commission's 2021 AI Report on Artificial Intelligence notes that 
"general AI methods could have enormous benefits, but could also introduce 
new risks if safety challenges are not addressed. While breakthroughs are in 
no way guaranteed, the United States should continue to research systems 
with more human-like capabilities, accompanied by commensurate invest-
ments to ensure that those systems are safe and controllable." 

General purpose AI will thus be to the 21st century what atomic physics 
was to the 20th century: a transformative technology, as much a source 
of phenomenal technical advances as of catastrophic risks on previously 
unimaginable scales. In this context, limiting the development of unsafe 
general purpose AI systems and fostering the development of safe and 
trustworthy general purpose AI systems must be a top national priority.

A third issue stands out alongside competitiveness and security, which 
distinguishes the societal impact of AI from that of nuclear technolo-
gies: an issue of freedom and societal values. To the extent that AI systems 
make decisions or recommendations, they carry values and necessarily im-
pact our freedom, whether their designers like it or not. AIs used for credit 
granting or for recruitment embody a model of social justice, AIs in autono-
mous cars make moral choices in case of an accident, and our voice assistants 
and search engines offer us answers to our questions, whether they are trivial 
or eminently political or philosophical. Depending on the society in which an 
AI system is designed, it will not be held to the same standards or embody 
the same values.

https://www.gov.uk/government/publications/national-ai-strategy/national-ai-strategy-html-version
https://www.gov.uk/government/publications/national-ai-strategy/national-ai-strategy-html-version
https://www.nscai.gov/wp-content/uploads/2021/03/Full-Report-Digital-1.pdf
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AI labs developing general purpose AI systems are now trying to im-
prove the performance of these systems by explicitly incorporating hu-
man preferences, i.e., a value model . Depending on what we mean by 
"preferences" and how we interpret them, the behaviors of AI systems 
can vary considerably, with unsuspected impacts on our freedom and 
societal values. In politics, for example, different electoral systems have diffe-
rent interpretations of the concept of "democracy" and different methods for 
collecting citizens' electoral preferences: Germany favors a mixed-member 
proportional representation system, which has the effect of favoring coali-
tions and compromise. The United Kingdom is known for its first-past-the-
post system, which maintains a two-party system and thus a form of "tyranny 
of the majority": the party in power does not have to worry about the prefe-
rences of the other. Each of these voting systems translates the preferences 
of the electorate very differently into electoral outcomes. And each of these 
electorates expresses different preferences. 

These same differences in interpreting preferences occur in AI systems. Ope-
nAI's ChatGPT chatbot learns to distinguish between desirable and undesi-
rable behaviors based on human feedback from Kenyan workers. The chatbot 
proposes several answers and the worker must choose the one that seems 
the most relevant (a technique called Reinforcement Learning from Hu-
man Feedback, or RLHF). ChatGPT optimizes its responses to match the 
preferences of these workers. Anthropic's Claude chatbot relies on "consti-
tutional" AI: human preferences are summarized in a dozen or so benevolent 
principles set by the company, which then structure the chatbot's behavior. 
Inverse reinforcement learning, a technique already used to teach an AI 
system to fly a helicopter, allows the system to learn the goals and prefe-
rences of a human "expert" by observing her behavior. Interpreting human 
preferences by asking us about our preferences, or by observing our beha-
vior, or by defining a list of ethical principles rely on fundamental, but radical-
ly different, philosophical and ethical choices that must rapidly be examined, 
in order to responsibly deploy them in our machines. 

15 Learning human preferences is used as a technique to specify the reward function of the  
   reinforcement learning algorithm (see above)

Safety and trustworthiness: the missing 
link for general purpose AI systems. 3
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Source: State of AI report 2022

https://www.lalibre.be/international/afrique/2023/01/18/cetait-de-la-torture-chatgpt-a-traumatise-des-travailleurs-kenyans-payes-2-dollars-de-lheure-LRH3PO7CYVAZZIR7KWWILHNCQE/
https://www.anthropic.com/index/measuring-progress-on-scalable-oversight-for-large-language-models
https://www.anthropic.com/index/measuring-progress-on-scalable-oversight-for-large-language-models
https://www.stateof.ai/


28 29

INSTITUT MONTAIGNE SAFE AND TRUSTWORTHY AI

To
ta

l i
nv

es
tm

en
t (

in
 b

ill
io

ns
 o

f U
.S

. D
ol

la
rs

)

52, 87, United States

17,21, China

6,42, European Union

2013

0

10

20

30

40

50

2014 2015 2016 2017 2018 2019 2020 2021

Source: Stanford IA index report 2022

In 2021, the United States had $52.87 billion in 
private investment in AI and China $17.21 billion, 
compared to $6.42 billion for the European Union. 

For several years, political and economic decision-makers have fully 
grasped the implications of AI for strategic competitiveness, although 
the security challenges are still underestimated. Since Canada published the 
first national strategy for AI in 2017, more than 60 countries have followed 
suit. Among them, the United States and China have pulled ahead, with 
more resources, especially private, and laboratories at the forefront of 
research. Europe has developed a delay that is difficult to make up. 

In June 2021, the UK think tank Centre for Data Innovation benchmarked 
the AI lead of the US, China and Europe across 30 metrics covering talent, re-
search, development, hardware, adoption and data. The US came out on top 
with a score of 44.6 points, followed by China with 32 points and Europe with 
23.3 points. In a sector where private R&D dominates major technological 
advances and attracts top talent, the gap between Europe and its coun-
terparts will be difficult to close without a strategic and differentiating 
approach, even with political will and substantial public resources.  

Source: State of AI report 2022

Over the past decade, while the requirements 
 in compute power of the largest AI experiments 

 have increased more than 300,000 times, 
 the share of academic research  

in these experiments has dropped 
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https://aiindex.stanford.edu/wp-content/uploads/2022/03/2022-AI-Index-Report_Master.pdf
https://oecd.ai/en/dashboards/countries/EuropeanUnion
https://www2.datainnovation.org/2021-china-eu-us-ai.pdf
https://www.stateof.ai/
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Affiliation of research teams building notable AI systems
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This strategy must therefore target the strategic nodes of AI development, it 
must anticipate the rapid changes in the sector, and it must build on Europe's 
strengths. Focusing on safe and trustworthy AI is our best differentiation 
strategy to position ourselves as a key player in AI. It is also an impera-
tive to protect our security and our societal values.  

Safe and trustworthy AI refers to AI systems that do not compromise the 
safety of an individual, for example in case of a malfunction, nor their 
fundamental rights. More generally, it refers to AI systems whose beha-
vior is consistently aligned with the individual good of the user and the 
common good of society. The European Commission's High Level Expert 
Group on Artificial Intelligence (AI HLEG) identified seven requirements for 
trustworthy AI in 2019: 

• human agency and oversight, 
• technical robustness and safety, 
• privacy and data governance, 
• transparency, 
• diversity, non-discrimination and fairness, 
• environmental and societal well-being,
• accountability.

Today, very few AI systems are "safe and trustworthy." Most AI systems 
are based on machine learning and are thus statistical black boxes, whose be-
havior can be unpredictable and sometimes dangerous. While this approach 
was satisfactory for AI systems in low-impact use cases, such as recommen-
ding songs on Spotify, AI safety and trustworthiness is now a key tech-
nological barrier in two particularly strategic areas of AI: embedded AI 
in physical systems, such as airplanes or trains, and general purpose AI, 
such as in natural language processing (ChatGPT) and task completion 
(GATO). 

Until now, the risk of failure of AI systems made their use in many physical 
systems impossible, especially critical ones. How can an AI system be inte-
grated into the piloting of an aircraft without us being 100% certain of its 
behavior in all possible and imaginable situations? Nevertheless, the industry 
represents a huge market for AI, provided that it meets its safety standards. 
To date, only 10 to 15% of industrial companies have succeeded in industria-
lizing AI-based solutions, and the expected growth of the Internet of Things 
(IoT) will only increase the potential of safe and trustworthy AI embedded in 
physical systems. 

https://ourworldindata.org/grapher/affiliation-researchers-building-artificial-intelligence-systems-all?country=~Affiliation
https://op.europa.eu/fr/publication-detail/-/publication/d3988569-0434-11ea-8c1f-01aa75ed71a1
https://www.ey.com/fr_fr/strategy/quel-avenir-pour-l-intelligence-artificielle-dans-l-industrie
https://www.grandviewresearch.com/industry-analysis/iot-device-management-market
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France has fully grasped this challenge and has relied on its ecosystem of 
industrialists to launch a “Great Challenge” (“Grand Défi”) aimed at "securing, 
certifying and making reliable systems based on artificial intelligence". With 
nearly 100 million euros of public investment, this DARPA-like advanced re-
search project has enabled the development of cutting edge French exper-
tise in the development and evaluation of AI systems that comply with the 
safety requirements for critical systems such as airplanes and nuclear power 
plants. This expertise is embodied by the Confiance.ai collective, which is 
made up of some 40 industrial companies, startups and research centers, and 
the French National Metrology and Testing Laboratory (LNE). 

The Great Challenge for "securing, certifying and making 
reliable systems based on artificial intelligence" and its 

Confiance.ai program

Great Challenges, chosen by the French Innovation Council and financed 
up to €120M per year by the Fund for Innovation and Industry (FII), are 
advanced research projects that aim to remove technological barriers 
that hinder development in strategic fields or on societal issues. The Great 
Challenge for "securing, certifying and making reliable systems based on 
artificial intelligence" (or Great Challenge for trustworthy AI) is one of the 
5 Great Challenges launched to date. 

This Great Challenge, supported mainly by the Confiance.ai collective to 
the tune of €45 million, aims to design an integrated development envi-
ronment for safe and trustworthy AI, especially in critical systems, with the 
tools needed for each of the production and deployment stages of an AI 
system, from data collection to the evaluation of the final system. 

With funding from this Great Challenge, the French National Metrology 
and Testing Laboratory (LNE) has also developed real expertise in the eva-
luation and certification of trustworthy AI systems, with its LEIA (Laborato-
ry for the Evaluation of Artificial Intelligence) platform.

The French decision to develop such a trustworthy AI "infratech" is par-
ticularly strategic, although development platforms and evaluation tools 
for safe and trustworthy AI systems only represent 1.9% of this market. 
Pooling their development costs makes it easier to adopt a system of 
standards and reduces the cost of adoption for companies. In the long 
run, this infratech could also allow states to follow the evolution of AI and 
anticipate new risks. The Digital New Deal think tank's June 2022 report, 
co-authored by the Great Challenge’s director, details the approach moti-
vating this strategy.

As for general purpose AI systems such as ChatGPT, while their perfor-
mance is impressive, it remains limited by two problems intrinsically 
related to safety and trustworthiness. The first problem concerns their 
lack of robustness and the risk of failures or of biases that result from 
the statistical nature of machine learning (see above). Some examples of 
these problems are illustrated below.

https://www.lne.fr/sites/default/files/bloc-telecharger/RA_LNE-projets-LEIA.pdf
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Avoiding misinformation and "hallucinations":  
most conversational AI agents like ChatGPT  

make up false answers

Source: ChatGPT

Using common sense and abductive reasoning, i.e. to esta-
blish probable causes for an observed fact: if I see a person 
with an umbrella, then it is probably raining outside, even if 

this is not necessarily the case. Or if an object does not fit in a 
suitcase, it is probably because the object is too big, not too 

small.

Source: ChatGPT

Avoiding bias, induced in particular 
 by poor quality data, for example on the Internet

Source: ChatGPT

The second fundamental problem for general purpose AI systems 
concerns the proper specification of goals: how can a system interpret in-
creasingly abstract user requests? An AI that generates house plans at the 
user's request must, for example, know that a house "in the style of archi-
tect Frank Gehry" must not only reflect certain aesthetic features, but also 
be structurally sound. Many cases of goal misspecification have been do-
cumented, in which the AI system identifies behavior that satisfies the goal 
specified to it, but not the expected goal. In some cases, this even involves 
misleading a human.

https://docs.google.com/spreadsheets/u/1/d/e/2PACX-1vRPiprOaC3HsCf5Tuum8bRfzYUiKLRqJmbOoC-32JorNdfyTiRRsR7Ea5eWtvsWzuxo8bjOxCG84dAg/pubhtml
https://docs.google.com/spreadsheets/u/1/d/e/2PACX-1vRPiprOaC3HsCf5Tuum8bRfzYUiKLRqJmbOoC-32JorNdfyTiRRsR7Ea5eWtvsWzuxo8bjOxCG84dAg/pubhtml
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Example of misspecification of objectives: 
 with the specified objective of raising  

the flat face of the red block as high as possible, 
 the AI system (the simulated robot in the picture) 

 chooses the easier option of turning 
 the red block upside down, rather than 

 the more complex task of stacking the red block 
 on top of the blue block, which was the expected objective. 

Source: Data-Efficient Deep Reinforcement Learning for Dexterous  
Manipulation (Popov et al, 2017)

Example of an AI system that satisfies objectives 
 by misleading a human: an AI system (robotic hand) 

 whose expected objective is to grasp a ball,  
which is rewarded via human feedback 

 (RLHF technique used by ChatGPT, see above), 
 learns an optimal behavior that misleads the human, 

 by placing itself between the human and the ball 

Source: Deep Reinforcement Learning From Human Preferences (Christiano et al, 2017)

The "scaling laws", which theorize that the performance of AI models in-
creases with their size, do not apply as predictably to safety and trustwor-
thiness. More semiconductors or more data are not enough to guarantee the 
reliability of a system or to correctly specify its objectives. Improving the per-
formance of AI models on trustworthiness criteria such as veracity requires 
real conceptual advances. 

Bigger and more powerful AI models
 are not more truthful or informative.
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https://arxiv.org/abs/1704.03073
https://arxiv.org/abs/1704.03073
https://arxiv.org/abs/1706.03741
https://arxiv.org/abs/2001.08361
https://arxiv.org/abs/2109.07958
https://arxiv.org/abs/2109.07958
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To address these safety and trustworthiness issues, AI labs that deve-
lop these systems more or less arbitrarily use different techniques. Some 
techniques aim at better aligning AI systems with user preferences. This is 
notably the case of Reinforcement Learning from Human Feedback (RLHF), 
"constitutional" AI and inverse reinforcement learning mentioned above. Ne-
vertheless, correctly interpreting and specifying human preferences is an 
intrinsically interdisciplinary research field that has remained virtually 
unexplored until now. Early efforts by AI researchers draw very little from 
other relevant fields such as economics, philosophy, psychology, and other 
scientific fields. 

Other techniques aim to guarantee the robustness of these systems, for exa-
mple with formal proofs, which seek to mathematically demonstrate certain 
safety criteria, or empirical evaluation methods.  Red teaming and adversarial 
training methods aim at exposing possible failures in an AI system in order 
to improve it. Other techniques focus on the explainability of AI systems, and 
aim to understand the internal workings of these "black boxes" in order to 
anticipate possible failures. Each of these techniques is still in its infancy and 
requires a wide range of expertise to make progress, particularly in areas that 
large American technology companies have not historically been involved in, 
such as safety and systems engineering.

While Europe has fallen behind in cutting 
edge AI, it has valuable assets for safe and 
trustworthy AI.  

In 2023, the AI Act will come into force, a pioneering regulation that Eu-
rope has been preparing for several years and that aims to regulate all AI 
systems, in all sectors of activity and in all use cases, especially those deemed 
"high risk" (see Appendix 5). The scope of this regulation could be compa-
rable to that of the GDPR - with extraterritorial applications and penalties of 
up to 6% of the company's annual turnover - and its impact could be just as 

4

decisive. De facto, because of the extraterritoriality of the AI Act, companies 
may have strong logistical and financial incentives to apply the European 
rules to all their products in all countries, to avoid creating different products 
for different markets. De jure, as a pioneering regulation, the AI Act could 
serve as inspiration for many future regulations, just like the GDPR. This regu-
latory framework will also mechanically support the safe and trustworthy AI 
market in Europe. A Liability Directive for AI will consolidate the regulatory 
framework with a legal framework .

Thanks to this regulation, Europe also has an advantage in defining 
technical standards for AI. Technical standards are a particularly strategic 
issue in setting the list of requirements that apply to all AI systems.

•	 Industry tends to adopt a single system of standards, for practical rea-
sons of interoperability. For example, a Canadian company and a French 
company will tend to use the same standards, and standards bodies (e.g. 
international (ISO) and European (CEN/CENELEC) cooperate with each 
other to avoid duplication.

•	 Standards tend to influence the entire product set in a market, not just 
the subset of products that must undergo compliance before they are 
put on the market. Companies wishing to reassure their customers 
about the safety and trustworthiness of their AI-based products may use 
audits or labels based on the prevalent standards.

•	 Standards can influence regulation, if they precede it. 

As part of the AI Act, the European Commission has asked European stan-
dards bodies, CEN and CENELEC, to prepare a set of harmonized standards 
for AI by mid-2025, a particularly short timeframe. These standards aim to 
provide not only a complete list of trustworthiness criteria for AI systems, but 
also a guide for prioritizing them and making trade-offs between different 
criteria depending on the use case. This approach is thus much more rea-
dable and operational than other standardization initiatives underway, such 
as ISO or IEEE at the international level. 

https://www.anthropic.com/index/measuring-progress-on-scalable-oversight-for-large-language-models
https://ec.europa.eu/commission/presscorner/detail/en/ip_22_5807
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Moreover, Europe has an R&D ecosystem ready to take the technical lead 
on safe and trustworthy AI. While Europe lacks tech giants, it has several in-
dustrial giants, some of which are very advanced in AI R&D (Thales, Atos, Sie-
mens, Renault, etc). As a result, it also has considerable expertise in systems 
and safety engineering, and operational technology (OT), i.e. the technology 
that enables the monitoring and control of automated industrial processes, 
unlike the American IT players. In addition, there is an abundant research 
ecosystem, particularly in various fields that could prove key to trustworthy 
AI, such as explainable AI, privacy preserving machine learning (PPML), frugal 
AI and hybrid AI, combining symbolic AI and machine learning. Moreover, in 
the field of trustworthy AI, it is likely that the elements that are holding back 
Europe's development in AI more generally, notably access to data or vast 
computing capacities, will be less of a handicap. Finally, Europe's historical le-
gitimacy on trustworthiness and the protection of fundamental rights could 
be a powerful attracting factor for the best AI talents, in a context where 
many are publicly calling for focusing AI R&D efforts on safety. A credible and 
clearly identified focus on safe and trustworthy AI could thus attract some of 
the best AI talent, both veterans and young researchers, overnight.

Within Europe, France is particularly active and has positioned itself as 
a champion of the subject. During its presidency of the Council of the EU, 
it led major contributions to the AI Act, notably by introducing the notion of 
"general purpose AI" (GPAI). France also chairs several key working groups of 
the CEN-CENELEC standardization work, including the "overarching unified 
approach on trustworthiness characteristics". 

Above all, France has world-class expertise in several key areas for de-
veloping safe and trustworthy general purpose AI systems.  On the one 
hand, the Confiance.ai collective, the French Alternative Energies and Atomic 
Energy Commission (CEA) and several global industrial companies are at the 
forefront of systems and software engineering for AI, and have systematic 
procedures for developing safe and reliable systems. They also have exper-
tise in formal methods, used to rigorously demonstrate that a computer 
program satisfies certain specifications. The French National Metrology and 
Testing Laboratory (LNE) is also at the forefront of AI system evaluation (see 

box). On the other hand, the French basic research ecosystem has world-class 
researchers in mathematics and AI capable of attracting the best talent, no-
tably within the Interdisciplinary Institutes of Artificial Intelligence (3IA) and 
the Academy of Sciences. Finally, it has the expertise and computational 
resources to develop general purpose AI systems. In July 2022, the startup 
Hugging Face released the BigScience Large Open-science Open-access 
Multilingual Language Model (Bloom), an AI system capable of competing 
with OpenAI's own language models (GPT-3 at the time). This "open science" 
project, the result of the collaboration of over 1,000 scientists, relied in parti-
cular on teams of French researchers from the National Centre for Scientific 
Research (CNRS) and the National Institute for Research in Digital Science and 
Technology (Inria), and was trained on the French supercomputer Jean Zay.

Recommendations

If France and Europe wish to fully capitalize on the unprecedented opportu-
nity that safe and trustworthy AI represents, they must adopt an ambitious ap-
proach to develop truly safe and trustworthy general purpose AI systems on 
the one hand, and to regulate unsafe general purpose AI systems on the other.

Objective 1:  
Make France a world leader in R&D 
 in the safety and trustworthiness  

of general purpose AI systems

Recommendation 1: 

Attract world-class AI researchers to France with a 
call made at the highest level of government, much 
like the "Make Our Planet Great Again" initiative, 
focused on developing safe and trustworthy general 
purpose AI systems.

5

https://www.lesechos.fr/tech-medias/hightech/la-lettre-ouverte-choc-qui-met-en-garde-lhumanite-contre-le-danger-de-lintelligence-artificielle-1920390
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To become the world leader in R&D for the safety and trustworthiness of ge-
neral purpose AI systems, France must attract the best international AI talent. 
Safety is becoming a major concern for many of these top researchers and 
engineers, but one that they deem not sufficiently prioritized by their current 
employers. While major AI players such as Google, OpenAI, and Anthropic are 
working on technical AI safety and have adopted dedicated governance prin-
ciples, a growing number of researchers and young talent deplore the fact 
that the priority of these companies is to improve raw performance beyond 
the state of the art. There is therefore a unique opportunity to attract these 
profiles, be they AI pioneers, young PhD students or entrepreneurs, by sen-
ding a strong and clear message to the international ecosystem. 

This message must explain that France supports R&D in safety and trustwor-
thiness for general purpose AI, without seeking to advance raw performance 
beyond the state of the art. It must be conveyed at the highest level of go-
vernment, much like the French President's “Make Our Planet Great Again” 
call on climate issues, and it must be supported by funding and hosting ar-
rangements that allow international talent to come and work on concrete 
projects in France (see recommendations 2 and 3). 

Make Our Planet Great Again

“Make Our Planet Great Again” is an initiative of the French President of 
the Republic, Emmanuel Macron, launched on June 1, 2017 following the 
decision of the United States to leave the Paris Climate Agreement. It is 
a call to researchers and teachers, entrepreneurs, associations and NGOs, 
students and the entire civil society to mobilize and join France in leading 
the fight against global warming.

Source: Campus France

Recommendation 2: 

Create a DARPA-like advanced research project 
to develop safe and trustworthy general purpose 
AI systems, with 100 million euros of public 
investment, an agile governance structure,  
and the strengths of the French ecosystem. 

Europe cannot be content with a regulatory and normative framework to 
shape safe and trustworthy AI. It must take strategic technological bets to 
develop advanced AI systems itself. 

The bet of safe and trustworthy AI is credible from a technological point 
of view to overcome some limits of current AI models in terms of robustness, 
explainability and proper goal specification, and relies on the one hand on 
existing R&D strengths in France and Europe and on the other hand on the 
regulatory and normative framework that the European Union is building for 
AI.

The challenge of safe and trustworthy general purpose AI could be based on 
three areas of French expertise: 

•	 leading French expertise in AI safety and trustworthiness: in fundamen-
tal research with the four Interdisciplinary Institutes of Artificial Intelli-
gence (3IA) and several world-class researchers in mathematics and AI; 
in applied research thanks to its Great Challenge for "trustworthy AI" and 
its ecosystem of global industrial companies, who have real expertise in 
systems and software engineering for AI;

•	 existing French expertise in developing large, general purpose AI mo-
dels, in particular with the teams of the Bloom large language model 
project;

https://www.campusfrance.org/fr/make-our-planet-great-again-0
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•	 French expertise waiting to be built in understanding and specifying hu-
man preferences for AI systems, with the objective of overcoming obs-
tacles related to the problem of proper specification. This work could be 
supported by a dedicated research hub (see recommendation 3). 

To succeed in this challenge, we will need appropriate governance, as well as 
financial and human resources to meet the challenges. It will also require a 
differentiating narrative to attract the best talent. 

The narrative must be that of a safe and trustworthy AI, serving the com-
mon good. Only a project clearly serving the common good will be able to 
attract the best talent, including foreign talent, which will be necessary to 
credibly challenge existing teams. For this reason, the common good mission 
of the project and its independence are key. 

Regarding governance, this advanced research project could take the 
form of a Great Challenge (Grand Défi) whose objective would be to 
create safe and trustworthy AI general purpose AI systems. In order to 
have a legal structure of its own, this Great Challenge could quickly take 
the form of a public interest grouping (GIP). A GIP allows public and private 
partners to pool resources for the implementation of missions in the public 
interest and would have the advantages: 

•	 of being able to rapidly mobilize top talent within partner structures, 
including structures with an established academic reputation capable 
of attracting and retaining top researchers; 

•	 of being able to attract new talent (including, for example, open source 
communities) convinced by the public interest mission, provided that it 
is sufficiently convincing and protected. 

The success of this disruptive innovation project will depend intimately on 
the quality of its governance and its management team, in order to make 
the right choices and to attract the best talent. The selection process for the 
management team must therefore focus on the best candidates to lead the 

structure, leaving aside other criteria such as nationality. An appeal to the 
international community will help attract the best profiles (see recommen-
dation 1). The project's management team must then have the necessary 
independence to make its own choices, without the possibility of political 
interference. The legal and human governance of the Advanced Research and 
Invention Agency (ARIA), the British equivalent of the American DARPA, can be 
a useful source of inspiration in this respect. 

This advanced research project could initially be financed up to €100 
million by the Fund for Innovation and Industry (FII), created in 2018 
and endowed with €10 billion to serve disruptive innovation (particularly in 
the context of the Great Challenges). The project's governance structure will 
then need to have the flexibility to attract financial and human resources by 
whatever means necessary to pursue its mission, including public, European, 
philanthropic, or private funding; commercial partnerships, with AI compa-
nies or providers of key resources such as computing capacity; international 
research partnerships; and open source contributions. It will also be able to 
advise on calls for projects from the French National Research Agency (ANR) 
to serve the objective of developing safe and trustworthy AI systems. 

In terms of sustainable value creation, the advanced research project 
will aim at creating one to two companies developing state-of-the-art 
safe and trustworthy general purpose AI models, competitive with structures 
such as OpenAI, Google DeepMind or Anthropic. 

Recommendation 3: 

Create a global research hub on understanding and 
specifying human preferences for general purpose 
AI systems. Entrust the coordination of this hub to a 
recognized research institute (e.g., ENS or 3IA) and 
ensure dedicated funding, e.g., via Priority Research 
Programs and Equipment (PEPR).

https://www.gov.uk/government/publications/advanced-research-and-invention-agency-aria-statement-of-policy-intent/advanced-research-and-invention-agency-aria-policy-statement
https://www.gov.uk/government/publications/advanced-research-and-invention-agency-aria-statement-of-policy-intent/advanced-research-and-invention-agency-aria-policy-statement
https://anr.fr/fr/detail/call/appel-a-projets-thematiques-specifiques-en-intelligence-artificielle-tsia-2023/
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Understanding human preferences and specifying them correctly for general 
purpose AI systems is not only an important technological barrier for future 
AI systems, but also a key research area to protect our values and limit the 
risk of misspecification in advanced AI systems. Recent performance gains 
in OpenAI's AI systems, ChatGPT and GPT-4, have come largely from its tech-
nique of Reinforcement Learning from Human Feedback (RLHF).

However, there is currently a void in the research world on this subject. Some 
researchers are developing techniques for AI, especially in the most ad-
vanced AI labs (see IRL, RLHF, Constitutional AI above). Others are exploring 
different aspects in economics, philosophy, psychology, and other scientific 
fields, without the objective of developing methods that can be used and 
systematized by machines. France and Europe have top researchers in these 
different fields who, when combined, could become an international refe-
rence for this nascent research field. 

This hub will have to rely on the highest level of global expertise. Its imple-
mentation could be facilitated by: 

•	 a call for international collaboration on safe and trustworthy AI (see re-
commendation 1);

•	 partnerships with researchers and AI laboratories at the cutting edge 
of research, which will also help to overcome the weaknesses of the 
French ecosystem, for example in the field of reinforcement learning. For 
example: OpenAI; Center for Human-Compatible Artificial Intelligence 
(CHAI) at the University of California, Berkeley; Anthropic; Google Brain 
and DeepMind (already present in France).

This cluster could be housed in an existing emblematic research institute (e.g. 
ENS or 3IA) and its funding could come from a Priority Research Programs 
and Equipment (PEPR) dedicated to safe and trustworthy AI, in the range of 
50 million to 100 million euros 17.

14 The existing PEPR artificial intelligence acceleration program is led by the CNRS, CEA and  
   INRIA with a budget of 73 million euros over 5 years. 

Recommendation 4: 

Make safe and trustworthy AI an Important Project 
of Common European Interest (IPCEI) to relax 
state aid rules and/or one of the European Union's 
"flagships" endowed with approximately 1 billion 
euros. 

The development of safe and trustworthy AI systems will have to rely on a 
rich ecosystem of private and research actors, which France does not have 
on its own. To date, AI research coordinated at the European level is cente-
red around a Network of AI Excellence Centres, which nevertheless lacks re-
sources. (see Appendix 4).

Two tools would support ambitious European cooperation on a safe and trus-
tworthy AI. 

The European Union's “flagships” attract around 1 billion euros of investment, 
have a duration of about 10 years and mobilize researchers, academics, in-
dustrial companies and national programs to address major scientific and 
technological challenges. To date, they concern batteries, graphene, the hu-
man brain, and quantum technologies. A Safe and Trustworthy AI Flagship 
could conduct long-term fundamental research projects, notably on safety 
and trustworthiness by design, on safety issues for more advanced and even 
general AI systems, and on understanding human preferences and their pro-
per specification for AI systems. This could mobilize the resources and skills 
of the Network of AI Excellence Centres and of the public-private partnership 
on AI, data and robotics, which is expected to receive 2.6 trillion euros in fun-
ding by 2030 (see Appendix 4). 

The Important Projects of Common European Interest (IPCEI) of the European 
Union are a relaxation of European rules on state aid. They allow significant 
public funding for transnational European projects. 

https://www.cnrs.fr/fr/pepr/pepr-dacceleration-intelligence-artificielle
https://digital-strategy.ec.europa.eu/en/activities/flagships
https://adr-association.eu/
https://adr-association.eu/
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Recommendation 5: 

Develop two benchmarks for research to measure 
the trustworthiness and performance of general 
purpose AI systems.

Benchmarks are standardized evaluations of AI systems on a given set of 
tasks. By setting evaluation metrics that must be surpassed, they help guide 
international research efforts. The CIFAR-10 image recognition benchmark, 
developed by the Canadian organization CIFAR, has for example guided 
research in this field. It also provides transparency on technical progress 
through standardized evaluation. 

While most AI benchmarks are quickly saturated, given the speed of progress 
in the field, there are benchmarks that measure the ability of an AI system 
to perform a wide variety of tasks. The most iconic of these is Google's BIG-
Bench project, developed in collaboration with OpenAI and 132 other insti-
tutions. BIG-Bench is a benchmark used to test AI models on over 200 diverse 
tasks "drawing problems from linguistics, childhood development, math, 
common-sense reasoning, biology, physics, social bias, software develop-
ment, and beyond." Such benchmarks to measure the general performance 
of new AI systems are particularly important in a context where the most suc-
cessful AI systems are suddenly and unexpectedly developing capabilities. 
For example, natural language processing systems have suddenly developed 
the ability to solve arithmetic problems. Monitoring the performance of AI 
models on a broad set of tasks is critical to anticipate potential safety issues. 

Other benchmarks measure how "ethical" or "trustworthy" an AI system is. 
For example, "Jiminy Cricket" environments, named after the character who 
guides Pinocchio's moral conscience in the Walt Disney film, were created by 
researchers at the University of California, Berkeley to evaluate the moral be-

havior of AI systems in 25 adventure games. Each action the agent can take is 
annotated according to several aspects of its moral character. More recently, 
researchers from the same university created the MACHIAVELLI benchmark.

Developing a European benchmark to evaluate the general performance of 
AI systems and a benchmark for the "trustworthiness" of an AI system would 
be an efficient way to monitor the progress of the best performing models in 
order to prevent certain risks, as well as to channel European, or even interna-
tional, research towards precise safety and trustworthiness objectives. More 
specifically, the benchmark for general performance could be used to test 
whether an AI system should be considered "general purpose" in the context 
of European AI regulation (see recommendation 7) and the benchmark for 
"trustworthiness" could guide the R&D work of French initiatives (see recom-
mendations 2 and 3). 

This mission would have an estimated budget of 1 million euros. 

Recommendation 6: 

Create a talent pool in AI safety by making public 
funding for AI training programmes conditional on 
those programs including a module on AI safety and 
trustworthiness.

The European Union will not succeed in developing safe and trustworthy 
AI leadership without talent to nurture cutting edge research and to carry a 
culture of safety and trustworthiness throughout the ecosystem (companies, 
startups, etc).

Within the framework of the second edition of France’s national AI strategy, 
50% of the resources, i.e. more than 750 million euros, have been dedicated 
to training programs. 

https://arxiv.org/pdf/2203.04592.pdf
https://arxiv.org/abs/2206.04615
https://arxiv.org/abs/2206.04615
https://arxiv.org/pdf/2206.07682.pdf
https://arxiv.org/pdf/2110.13136.pdf
https://aypan17.github.io/machiavelli/?utm_source=substack&utm_medium=email
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A discipline of machine learning engineering and AI safety could therefore 
quickly be constituted on a national scale by making public funding of AI 
training courses conditional on the integration of a module on AI safety and 
trustworthiness. A research or higher education institute (Inria, CNRS, ENS 
or 3IA for example), in close collaboration with existing organizations (see 
box), could be in charge of developing pedagogical resources to facilitate the 
rapid integration of such a module and ensure the management of a commu-
nity of talent in AI safety and trustworthiness. 

In addition, it would be appropriate to conduct a national communication 
campaign around AI, with a module on trustworthy AI. There are already se-
veral online AI literacy courses (Destination AI, IA Pour Tous, ClassCode IAI): 
they could be updated with a module on trustworthy AI and disseminated 
via a national online communication campaign, funded by the National 
Strategy for AI (SNIA).

Objective 2:
 

Define a European regulatory framework for the safety and 
trustworthiness of general purpose AI and promote its adoption 

worldwide

The EffiSciences organization to help build a community 
 of talent in AI safety and trustworthiness

In France, the EffiSciences organization, founded in the Écoles Normales Supérieures 
(ENS), has set itself the goal of "focusing on the most pressing issues of the 21st cen-
tury". In this context, it has already established several training courses on AI safety for 
technical profiles. In particular, it organizes conferences, research weekends on AI safety, 
hackathons and ten-day training bootcamps, where the most motivated students are 
directly involved in projects supervised by researchers specializing in these issues. Se-
veral of these students have gone on to pursue careers in AI safety at the highest level, 
internationally, due to a current lack of opportunities in France. 

Recommendation 7: 

Implement France's proposal to include general 
purpose AI systems in European AI regulation and 
promote its adoption worldwide via the EU-US Trade 
and Technology Council (TTC) and the G20.

The European Union is about to adopt the first cross-sectoral AI regulation in 
the world, and thus set the framework for safe and trustworthy AI (see above). 
However, the regulation of general purpose AI systems poses a real difficulty: 
the AI Act was designed to regulate AI systems according to their use case, and 
was not designed for general purpose AI.

Given the wide-scale safety issues that general purpose AI systems could qui-
ckly raise, it is imperative that they be subject to safety and trustworthiness 
requirements by design, at the time of their conception and regardless of the 
use case planned thereafter. This implies systematically subjecting all general 
purpose AI systems to the regulatory obligations of the AI Act.

France has been a forerunner on the regulation of general purpose AI systems, 
introducing the term in the AI Act during its presidency of the Council of the 
EU. It must now ensure that this term properly covers the risks associated with 
general purpose AI systems with three conditions: 

•	 All AI systems that are likely to be general purpose AI systems 
should be subjected to generality tests, allowing an initial assess-
ment of the tasks an AI system is capable of, in order to determine 
whether the AI model is "general purpose" and to identify possible 
"high-risk" use cases. These may often be beyond the imagination and 
intent of their designers. The notified body, which could be the CNIL 
in France (the French data protection authority), must also be able to 

https://www.effisciences.org/
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impose these generality tests if the developer of the system does not 
perform them spontaneously. These generality tests could be based on 
benchmarks aimed at evaluating the general performance of state-of-
the-art AI systems (see recommendation 5).

•	 General purpose AI systems should be subject to the obligations 
associated with "high risk" AI systems detailed in the AI Act (see Ap-
pendix 5), to the extent possible. In order to simplify these obligations, 
it is important that developers of general purpose AI systems have the 
option of relying on a generic, i.e. use case agnostic, risk management 
system and a generic conformity assessment procedure dedicated to 
general purpose AI systems.  

•	 If the developer of a general purpose AI system becomes aware of a 
"high risk" use case after the system is released on the market, this 
use case must be reported to the appropriate regulatory authority 
and the AI system subject to the associated obligations. In the case 
of dangerous or inappropriate use by a third party, the developer of the 
general purpose AI system must also take appropriate measures to limit 
the risk: requesting a change of use, correcting the problem, restricting 
or withdrawing access.

To foster innovation, it is important that the term "general purpose AI system" 
and the associated obligations only apply to AI systems that are truly capable 
of performing a wide variety of tasks. Today, this refers to a very limited nu-
mber of large generative and reinforcement learning AI models developed 
by the largest AI companies and labs. AI systems capable of specific tasks but 
useful for a large number of use cases, such as speech recognition, should not 
be subject to these same obligations. 

Standardization work, including the two working groups that France is lea-
ding on defining trust attributes and an AI risk list, will be able to bring this 
vision to the technical level, ensuring that each is appropriate for general 
purpose AI systems. 

This regulatory framework is also an essential tool to support the competi-
tiveness of safe and trustworthy AI models. These models are naturally di-
sadvantaged in a competitive environment, as they are more expensive and 
slower to develop, and require additional innovation. 

In order to ensure a transatlantic level playing-field, a shared model of trus-
tworthy AI should be one of the main objectives of the EU-US Trade and Tech-
nology Council (TTC). Equivalencies between European standards and those 
developed by NIST in the US can be established in the joint EU-NIST roadmap 
proposed at the December 2022 EU-US TTC.

On a global scale, France and the European Union could bring about, via 
the G20, a political agreement on the prohibition of AI systems that are not 
aligned with human interests and the common good. Once the necessary 
technical clarifications have been made concerning the definition of AI sys-
tems aligned and non-aligned with human interests, this could take the form 
of an international treaty.

Recommendation 8: 

Entrust the future French AI regulator with a pilot 
experiment or a mock run of the audit process 
included in the EU’s AI Act, in order to support the 
upskilling of France’s audit ecosystem (companies, 
auditors, regulator).

The near-continuous learning and adaptation of some AI systems, especially 
those based on machine learning, requires a (near) continuous monitoring 
and auditing process, throughout the AI system's life cycle, unlike other cases 
of product certification or financial audits.

In this context, the future French AI regulator will have the task of structuring 
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and supervising the audit ecosystem, as a notifying authority under the AI 
Act. Audits and compliance checks can be carried out by specialized startups, 
auditing companies, and other organizations that have been "notified" by 
the regulator to be authorized to carry out this work (see Appendix 5).

Nevertheless, the French and European audit ecosystem is still far from being 
able to audit AI systems efficiently and requires significant efforts to invest in 
upskilling, new tools and new processes.

•	 Audit processes, whether internal or external, are far from being stan-
dardized and systematic. However, this framework is necessary to enable 
auditors and audited companies to move forward. One of the CEN-CLC/
JTC 21 working groups is working on the standardization of IA auditing 
competencies and processes. 

•	 An ecosystem of auditors and certification bodies will have to be struc-
tured in order to bring out the leading technological players. Thus, au-
ditors (Mazars, PwC, etc.) will have to develop their skills to understand 
the AI systems they will have to audit, and even develop tools to audit AI 
systems natively and frequently. New structures and specialized startups 
may also emerge to serve this market. 

•	 Companies developing or operating AI systems will themselves have 
to increase their competencies and adapt their processes, especially 
in terms of system governance and ML Ops18 . In order to facilitate the 
audit, these companies will be able to develop ML Ops organized with 
a common core, harmonizing the systems and thus simplifying the au-
dit, to develop and trace supervision tools and processes and to have a 
better management of the AI information and risks between different 
professions: the company's manager, the compliance manager, the line 
manager, the quality engineer, the developer and the machine learning 
engineer, etc. They will also be able to adapt their SOC (security opera-
tions center) to monitor the risks linked to AI systems. These platforms, 
now used for the detection, analysis and remediation of cybersecurity 
incidents, could also track AI safety incidents. 18 ML Ops is a set of practices that aims to deploy and maintain machine learning models in  

   production reliably and efficiently.

Other developments seem desirable in the longer term to accompany the de-
ployment of AI safety in companies: 

•	 Insurance companies will certainly have an important role to play in ma-
king the audit chain accountable, provided they are able to interpret all of 
this continuous audit information in order to refine their risk models. Just 
as an insurer agrees to cover claims resulting from an airplane accident, 
at a cost and provided that the airplane is subject to numerous standards 
and audits; an insurer will be able to cover potential claims resulting from 
the malfunction of an AI system (which may also be embedded, for exa-
mple, in an airplane), provided that the AI system is also subject to nume-
rous standards and audits. Insurance creates strong economic incentives 
to measure risk and track it over time, as well as to develop the tools to 
do so. Cyber insurance, for example, requires specific tools and skills - the 
same will be true for AI. 

•	 Standardization bodies will also have to adapt to this logic of continuous 
control, by accelerating the development of standards capable of being 
read by machines (SMART standards). This will require significant finan-
cial, technological and upskilling investments. SMART standards also re-
present an important sovereignty issue: by favoring standards proposed 
in this format, thanks to their benefits for the company; and by reducing 
the margin of interpretation of standards compared to human interpre-
tation. 

•	 The regulator in charge of supervising the AI ecosystem will also need to 
have the necessary expertise. Whether this role is assigned to the CNIL 
or to another existing institution, the necessary upskilling will require a 
significant financial investment on the part of the State, and the recruit-
ment of particularly competent personnel. France’s cybersecurity autho-
rity, ANSSI, already has certain key human resources, and could provide 
support for certain technical aspects, or even envisage shared human 
resources.

https://www.brookings.edu/research/how-insurance-can-mitigate-ai-risks/
https://normalisation.afnor.org/smart-standards/
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•	 Finally, it would be useful for France’s data protection agency, the CNIL, 
to clarify certain regulatory inconsistencies, prohibiting on the one hand 
the monitoring of personal data under the GDPR yet on the other soon 
requiring the monitoring and auditing of certain processes that will be 
difficult to audit without having access to these same personal data. This 
is for example the case of the monitoring of bias and discrimination by 
AI systems. In a March 2020 report, Institut Montaigne had proposed, 
for example, to adopt an active fairness approach authorizing the use of 
sensitive variables for the strict purpose of measuring biases and evalua-
ting algorithms. 

In this context, a first mock audit ahead of the entry into force of the European 
AI Act, i.e. without any sanctions for companies (reputational or otherwise), 
will ensure a leveling up of the auditing standards, encouraging auditors to 
conduct (brutally) honest assessments and companies to upgrade their stan-
dards accordingly. 

An AI audit pilot experiment could also be conducted by an auditor and/
or the future French AI regulator and one or more volunteer companies 
between now and the entry into force of the AI Act (expected in 2025) as part 
of France’s National Strategy for Artificial Intelligence. It would be accom-
panied by feedback aimed at illustrating for companies the concrete steps 
involved in implementing an audit process, and identifying for the public au-
thorities the investment and guidance required to help companies, auditors 
and the national AI regulator adapt to the new regulatory requirements. To 
date, some pilot experiments of this type have been carried out, mainly by 
American tech players, for example the Open Loop initiative carried out by 
Meta in Estonia. 

Recommendation 9: 

Develop a regulatory sandbox within the future 
French AI regulator and in close collaboration 
with evaluation actors such as France’s National 
Metrology and Testing Laboratory (LNE), in order to 
test the conformity of new AI and general purpose 
AI systems before their market release.

The concept of an AI regulatory "sandbox" is provided for in the AI Act. It is 
a tool to facilitate the development, testing and validation of innovative AI 
systems before they are brought to market. A pilot regulatory sandbox was 
launched in Spain in June 2022, nonetheless with little technical means and 
room for maneuver. 

A French regulatory sandbox, based on the model proposed by the OECD, 
could be entrusted to the future French AI regulator, in close collaboration 
with the French actors in charge of testing and experimenting AI systems 
(Testing and Experimentation Facilities, or TEFs), in particular France’s Natio-
nal Metrology and Testing Laboratory (LNE). This would not only be a space 
for advice on how to bring an AI system into compliance with European regu-
lations, but an environment for practically testing the degree of conformity 
of new AI systems with limited legal consequences.  This sandbox could be 
based on existing tools such as LNE's Laboratory for the Evaluation of Artifi-
cial Intelligence (LEIA). 

For this to happen, the regulatory sandbox concept incorporated in the AI 
Act must support a broader, operational vision of the sandbox, which is not 
limited to regulatory consultancy. 

https://www.institutmontaigne.org/publications/algorithmes-controle-des-biais-svp
https://openloop.org/news/open-loop-report-artificial-intelligence-act-a-policy-prototyping-experiment/
https://digital-strategy.ec.europa.eu/en/events/launch-event-spanish-regulatory-sandbox-artificial-intelligence
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Recommendation 10: 

Entrust the future French AI regulator with the 
creation of a database documenting AI safety 
incidents.

The research and development of safe and trustworthy AI depends intima-
tely on our knowledge of AI failures and incidents: when and how they occur. 
In many other technology areas, sharing incident reports contributes to a 
common knowledge base, helping industry and government track risks and 
understand their causes. Examples include the European database of civil 
aviation safety incidents (ECCAIRS) and the Information Sharing and Analysis 
Centers (ISACs), public-private platforms developed in the United States to 
share cyber incidents by sector. 

The European database of civil aviation safety incidents
 

In aviation, all persons active in the field of civil aviation are obliged 
to report incidents compiled by type in the implementing regulation 
(EU)2015/101. If an incident is of interest but not listed, a "voluntary re-
port" can also be sent to the authority and treated with equal attention, as 
the fact that events outside the list occur is in itself interesting data.

The information must be transmitted to the Authority in a format com-
patible with the ECCAIRS software (European Coordination Centre for 
Accident and Incident Reporting Systems) and the ADREP taxonomy (Ac-
cident/Incident Data Reporting) developed by the International Civil Avia-
tion Organization (ICAO).

The Incident Reporting Guide states that incident analysis is an essential 
step in the event handling process. It consists of a factual description of 
the reported event and an interpretation of the facts. In any case, it must 
be proportionate to the level of risk associated with the event, ranging 

from a simple assessment and closure to an in-depth analysis, the first 
elements of which must be transmitted to the Authority within 30 days. 
Associated with this document, the corrective or preventive measures that 
have been adopted as a result of the reported event must be attached.

In AI, some databases of safety incidents exist: the Artificial Intelligence Inci-
dent Database for example. In this context, different ways to encourage com-
panies to share details of AI accidents should be explored. For example, by im-
plementing confidentiality protections for commercially sensitive information, 
developing common standards for incident reporting, or mandating disclosure 
of certain types of incidents as provided for in the AI Act. 

The creation and management of this database could initially be entrusted to 
the future French regulator of AI, in close collaboration with the LNE and the 
CEA, in order to include incidents observed in the context of the Testing and 
Experimentation Facilities (TEFs) and a possible "regulatory sandbox" (see re-
commendation 9). It could then be extended to the European level, either by 
the European Commission's Joint Research Centre, like the ECCAIRS database 
for aviation, or in the framework of the data spaces introduced in the European 
Union's Data Governance Act (DGA).

https://www.nationalisacs.org/
https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000000236331
https://incidentdatabase.ai/
https://incidentdatabase.ai/
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Appendix 1

AI timelines: top AI researchers give 50% chance of 
developing human-level AI systems by 2059. So far, they 

have vastly underestimated the rate of development.

Top AI researchers estimate that there is more than a 50% chance of deve-
loping high-level machine intelligence, i.e. when unaided machines can ac-
complish every task better and more cheaply than human workers, by 2059. 
In the past, AI advances have far outpaced the predictions of industry experts. 

Three surveys were conducted in 2016, 2019, and 2022 of AI researchers who 
have published in one of the two major conferences in the field-the Confe-
rence on Neural Information Processing Systems (NeurIPS) and the Interna-
tional Conference on Machine Learning (ICML). 

The aggregate estimate of the 738 respondents to the 2022 survey was that 
we had a greater than 50% chance of developing AI systems by 2059 that 
could perform almost all tasks (>90%) better than the median human (com-
pared to 2060 and 2061 in the 2019 and 2016 surveys, respectively). There are 
clear differences in opinion, however. 

Even more alarming: within these surveys, when the question is asked about 
the likelihood that future advances in AI will be extremely harmful (to the 
point of posing a risk of permanent and severe impact on the human species, 
or even extinction), the median of researchers' answers stands at 5%.
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In the past, AI advances have far outpaced the predictions of industry ex-
perts. The 2016 survey compares the dates researchers estimated for some 
major advances with the dates of their first achievements. All the advances 
made to date have come earlier than the researchers' estimates: winning at 
Poker, and Atari games in particular, but we could also mention Go or Star-
Craft games.

https://arxiv.org/abs/1705.08807
https://arxiv.org/abs/2206.04132
https://web.archive.org/web/20221016004611/https://aiimpacts.org/2022-expert-survey-on-progress-in-ai/
https://arxiv.org/abs/1705.08807
https://www.deepmind.com/research/highlighted-research/alphago/the-challenge-match
https://www.newscientist.com/article/2221840-deepminds-starcraft-playing-ai-beats-99-8-per-cent-of-human-gamers/
https://www.newscientist.com/article/2221840-deepminds-starcraft-playing-ai-beats-99-8-per-cent-of-human-gamers/
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Prove math theorems

Write NYT bestseller

Perform well in Putnam Competition

Output virtual world equations

Compose Top-40 song

Assemble LEGO

Explain moves in computer game

One-shot learning

Group unseen objects

Write Python code

Win at Atari

Assemble IKEA

Autonomous vehicles drive best

Win hacking competition

Write history essay

Transcribe human speech

Beat human game speed runs

Text to speech voice actor

Fold laundry

Human-level translation

Find software vulnerability

Phone banking services

Win at StarCraft

Win at Angry Birds

Win World Series of Poker
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Appendix 2  

Overview of AI regulation in the world

Many national and international organizations have proposed broad prin-
ciples for ethical and trustworthy AI, however, without specifying the specific 
attributes that these imply and without these principles being legally bin-
ding. The main ones are those of UNESCO and the OECD. These then served 
as the basis for the adoption of the G20 AI Principles in June 2019, and the 
launch of the Global Partnership on Artificial Intelligence (GPAI) in 2020, led 
by France and Canada within the G7. 

To date, only the European Union is developing regulatory and legal 
frameworks that are intended to apply to all AI systems, with its draft "AI 
Act" and Directive on civil liability for AI. 

In China, AI regulation is moving forward rapidly, focused for now on 
recommendation algorithms. In March 2022, the country adopted the "In-
ternet Information Service Algorithm Recommendation Management Regu-
lations" proposed by the Cyberspace Administration of China (CAC), requi-
ring companies using recommending algorithms to inform their users and 
give them the option of no longer being targeted. And in January 2023, the 
CCA regulated "deep synthesis" technology, i.e. AI models capable of gene-
rating text, images, audio, video. In September 2021, the Chinese Ministry of 
Science and Technology had already published its "Ethical Standards for Next 
Generation Artificial Intelligence", proposing ethical principles in line with 
the UNESCO and OECD principles. 

In the United States, soft law has been favored for the moment, carried 
by the National Institute of Standards and Technology (NIST), and no legisla-
tive work has been initiated. Nevertheless, in October 2022 the White House 
published its (non-binding) Blueprint for an AI Bill of Rights. It calls for greater 
transparency about how algorithms are created, greater accountability in AI-
based decision making, and the ability for users to complain if something 
goes wrong.

https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://oecd.ai/en/ai-principles
https://www.global-solutions-initiative.org/g20-insights-homepage/
https://gpai.ai/
https://ec.europa.eu/commission/presscorner/detail/en/ip_22_5807?utm_source=POLITICO.EU&utm_campaign=64ed4dc3d2-EMAIL_CAMPAIGN_2022_10_06_11_29&utm_medium=email&utm_term=0_10959edeb5-64ed4dc3d2-190996265
https://techcrunch.com/2022/12/13/chinas-generative-ai-rules-set-boundaries-and-punishments-for-misuse/?guccounter=1
https://cset.georgetown.edu/publication/ethical-norms-for-new-generation-artificial-intelligence-released/
https://cset.georgetown.edu/publication/ethical-norms-for-new-generation-artificial-intelligence-released/
https://www.orrick.com/en/Insights/2021/11/US-Artificial-Intelligence-Regulation-Takes-Shape
https://www.whitehouse.gov/ostp/ai-bill-of-rights/?utm_source=POLITICO.EU&utm_campaign=64ed4dc3d2-EMAIL_CAMPAIGN_2022_10_06_11_29&utm_medium=email&utm_term=0_10959edeb5-64ed4dc3d2-190996265
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19 The main lines of the European standardization strategy have been outlined in  
   CEN-CENELEC's response to the European Commission's white paper on AI, in their  
   AI roadmap and in the German standardization roadmap for artificial intelligence. 

Appendix 3

Overview of AI standardization in the world

In Europe, the recognized European standards organizations CEN and 
CENELEC have already established the CEN-CENELEC 21 Joint Techni-
cal Committee "Artificial Intelligence" to support the development and 
adoption of European standards for AI19 . Within this framework, they 
are pursuing a particularly pioneering work to define a list of safe and 
trustworthy AI attributes and define their technical specification by 
2025, before the AI Act’s entry into force. 

1.	 Due to the extraterritoriality of the AI Act, European harmonized 
standards will have significant reach. The AI Act, which is not yet fi-
nalized, provides that compliance with the harmonized standards pro-
posed by CEN-CENELEC will be a means for providers to demonstrate 
conformity of their AI systems with the requirements of the regulation. 

2.	 Internationally, the CEN-CLC/JTC 21 Joint Technical Committee ac-
tively advises other AI standardization initiatives, including ISO/
IEC. Thanks to the growing expertise of the CEN-CLC/JTC 21, Europe 
has an opportunity to bring its vision of safe and trustworthy AI to the 
international level. In addition, technical cooperation agreements exist 
specifically between ISO on the one hand, and CEN and CENELEC on the 
other, to coordinate their standardization work and avoid duplication. 
The Commission nevertheless abides by the principle of the primacy of 
international standards: Europe adopts international standards when 
they exist or are under construction, and priority is thus given to ISO's 
work. 

At the international level, the International Organization for Standardiza-
tion (ISO) and the International Electrotechnical Commission (IEC) are wor-
king together to develop international standards for AI under JTC1 Subcom-
mittee SC 42, Artificial intelligence. 

1.	 This work is well underway, with more than 15 standards already publi-
shed and others still under development. 

2.	 Nevertheless, no comprehensive model of safe and trustworthy AI has 
been proposed: to date, ISO/IEC have not defined an exhaustive list of 
safe and trustworthy AI attributes, nor a guide for companies to select 
and prioritize the standards that are relevant to their product. 

3.	 The secretariat of ISO/IEC JTC 1 - SC 42 is provided by the American Na-
tional Standards Institute (ANSI) and works in conjunction with 35 natio-
nal standards organizations, including AFNOR in France. 

In the United States, Congress mandated20 the National Institute of 
Standards and Technology (NIST), which is part of the U.S. Department 

French participation in CEN-CENELEC working groups

https://www.cencenelec.eu/media/CEN-CENELEC/Areas%20of%20Work/Position%20Paper/cen-clc_ai_fg_white-paper-response_final-version_june-2020.pdf
https://www.standict.eu/sites/default/files/2021-03/CEN-CLC_FGR_RoadMapAI.pdf
https://www.din.de/en/innovation-and-research/artificial-intelligence
https://www.cencenelec.eu/areas-of-work/cen-cenelec-topics/artificial-intelligence/
https://www.cencenelec.eu/areas-of-work/cen-cenelec-topics/artificial-intelligence/
https://www.iso.org/committee/6794475.html
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20 via the National Defense Authorization Act of 2021.

of Commerce, to develop a voluntary risk management framework for 
trustworthy AI systems. An initial version of the framework was released in 
January 2023. NIST and CEN-CENELEC are working to align their standards, 
including via discussions enabled by the EU-US Trade and Technology Coun-
cil (TTC). In addition, the Federal Trade Commission (FTC) recently presented 
its roadmap of AI system compliance requirements, focusing in particular on 
the risks of bias in credit granting.

In China, the CCP is leading a standardization strategy launched in 2018 
with the "China standards 2035" and specified in a roadmap in October 
2021 and then in July 2022. 

1.	 "China standards 2035" explicitly cites AI as a key area for standardiza-
tion. 

2.	 As early as August 2020, the PRC government standards body had re-
leased its guidelines for building a national next-generation artificial 
intelligence standards system. This sets a goal of implementing an AI 
standards system and an AI standards testing and verification platform 
as early as 2023. The Artificial Intelligence Subcommittee of China's Na-
tional Information Technology Standardization Technical Committee 
(SAC/TC 28/SC 42) is in charge of this standardization work, with the first 
proposed standards published in July 2021.

3.	 In addition, the China Academy of Information and Communications 
Technology (CAICT), an influential think tank under China's Ministry of 
Science and Technology, is moving forward rapidly with an approach 
focused on developing tools to measure and test the robustness, relia-
bility, and controllability of AI systems. The white paper on Trustworthy 
AI published by CAICT in July 2021 sets out principles that are close to 
those proposed by the EU and US for Trustworthy AI. CAICT works with 
the China AI Industry Alliance, a Chinese government-sponsored indus-
try body, to test and certify AI systems. In November 2021, it issued its 
first round of trustworthy AI certifications for facial recognition systems. 

Note, however, that China's Ministry of Science and Technology has not 
yet itself issued any documents on safe and trustworthy AI, which still 
leaves doubts concerning the political weight of these initiatives in the 
near term.

Appendix 4
 

Overview of safe and trustworthy 
 AI research in the world

In France, the National AI Research Program, the research component of the 
national AI strategy planned for 2018-2022, has structured French AI research 
efforts around a network of four interdisciplinary AI institutes (3IA) and near-
ly 190 research chairs, including several dozen that address issues relevant 
to the development of safe and trustworthy AI, ranging from understanding 
the behavior of existing AI models, often referred to as "black boxes," to more 
applicative issues of certifiability.

In particular, one of the 3IA institutes, the Artificial and natural intelligence 
Toulouse Institute (ANITI), is specifically interested in trustworthy AI and is 
structured around three research programs on acceptable AI, certifiable AI 
and collaborative AI. The research priorities of these institutes have so far 
been structured by application use cases (health, environment, transporta-
tion, etc.), rather than by cross-cutting technologies or infrastructures. 

France also has players capable of becoming leaders in safe and trustworthy 
AI R&D: industrial experts in critical systems in various sectors (aeronautics, 
defense, transportation and automotive, health, as well as insurance and fi-
nancial services), who are at the forefront of AI innovation and who are the 
first to be concerned by safe and trustworthy AI. 

https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/news-events/news/2023/01/nist-risk-management-framework-aims-improve-trustworthiness-artificial?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=177cedb469-Newsletter_2023_02_09_02_10&utm_medium=email&utm_term=0_-177cedb469-%5BLIST_EMAIL_ID%5D
https://cset.georgetown.edu/publication/guidelines-for-the-construction-of-a-national-new-generation-artificial-intelligence-standards-system/
https://cset.georgetown.edu/publication/china-ml-algorithm-security-draft-standard/?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=24caa550cb-newsletter_03_09_2023&utm_medium=email&utm_term=0_-24caa550cb-%5BLIST_EMAIL_ID%5D
https://cset.georgetown.edu/publication/china-ml-algorithm-security-draft-standard/?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=24caa550cb-newsletter_03_09_2023&utm_medium=email&utm_term=0_-24caa550cb-%5BLIST_EMAIL_ID%5D
https://cset.georgetown.edu/publication/artificial-intelligence-standardization-white-paper-2021-edition/
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More generally, France has significant assets to create or attract the best AI 
talent and research laboratories: 

1.	 An excellent training system for AI engineers and researchers, which 
could very simply train safe and trustworthy AI (in 2019, France trained 
6% of the best AI researchers) ;

2.	 An excellent AI research ecosystem (in 2019, France was home to 8% of 
the top AI researchers), which has already attracted many leading re-
search labs (Google DeepMind and Meta AI Research for example);   

3.	 Generous tax benefits for innovative companies: the Research Tax Credit 
allows a tax reduction of 30% up to 100 million euros of R&D and 5% 
beyond.

Where the best AI researchers were trained; 
 and where they work today (Macro Polo)

Where did the most elite (top 0,5 %) AI
researchers receive their undergraduate degree ?

Canada : 5 %

France : 6 %

Israël : 7 %

China : 10 %

Other : 22 %

Germany : 3 %

India : 12 %

USA :35 %

Where do the most elite (top 0,5 %)
 AI researchers work today?

Other : 4 %
Netherlands : 3 %

Israel : 5 %

UK : 6 %

France : 8 %

Canada : 10 %

USA : 65 %

https://macropolo.org/digital-projects/the-global-ai-talent-tracker/
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In Europe, AI research is centered around a Network of AI Excellence Centres, 
composed of European research institutes. This network is developing 4 re-
search projects, including two on safe and trustworthy AI: the TAILOR project 
on the foundations of trustworthy AI, and the HumaneAI-Net project on ro-
bust AI systems capable of understanding humans. 

•	 While each brings together more than 50 partners, they are likely to be 
under-resourced. Funded with 12 million euros each over 4 years by the 
Horizon 2020 funding program, these efforts will continue under Hori-
zon Europe, which funds European research over the period 2021-2027. 

•	 In addition, the European Commission's AI Coordination Plan also calls 
for a public-private AI, data and robotics partnership, which is to ensure 
European sovereignty in the development and deployment of trustwor-
thy, secure and robust AI, data and robotics. 2.6 trillion euros will be 
spent on this by 2030, including 1.3 trillion euros of funding from the 
European Commission. 

North America, particularly the United States, is also at the forefront of 
most safe and trustworthy AI research topics, having a significant ad-
vantage in AI research more generally. The United States stands out for 
its community of AI safety researchers working on goal specification 
and alignment issues, which are more relevant to reinforcement lear-
ning systems and advanced or even general AI research. 

•	 In 2021, North America accounted for 75% of publications at the FAc-
cT (fairness, accountability and transparency) conference, compared to 
17% for Europe and Central Asia and less than 5% for Asia Pacific21. 

21 2022 AI Index

The issue of robustness is of interest to defense and intelligence players.

•	 DARPA, the Department of Defense's applied research agency, known 
for pioneering innovations such as GPS, the Internet, and major deve-
lopments in artificial intelligence, is conducting a project on robustness 
via hybrid AI (Assured Neuro Symbolic Learning and Reasoning - ANSR22), 
and another on deliberate

•	 IARPA, the equivalent of DARPA for intelligence actors, also runs two 
programs on AI security: Secure, Assured, Intelligent Learning Systems 
(SAILS) and Trojans in Artificial Intelligence (TrojAI).

The interpretability and explainability of AI systems is also an important re-
search area for these actors. 

1.	 DARPA is leading a project on explainability: Explainable Artificial Intel-
ligence - XAI. 

2.	 The U.S. National Science Foundation (NSF) and Amazon are collabora-
ting on AI fairness, with research topics that include transparency, ex-
plainability, accountability, bias, equity, and inclusiveness. 

3.	 Safe and explainable AI research company Anthropic, co-founded in 
2021 by OpenAI's former VP of Research, attracted over $700M in invest-
ment in less than a year.

Finally, some of the best AI researchers and laboratories are devoted to spe-
cification and alignment issues, especially of AI systems based on reinforce-
ment learning, and anticipating increasingly general AI systems. In particular, 
we can mention:

1.	 the Center for Human-Compatible Artificial Intelligence at UC Berkeley, 
headed by Stuart Russell, one of the pioneers of artificial intelligence;

2.	 private American players at the forefront of artificial intelligence re-
search: Google DeepMind and OpenAI, which have entire teams dedi-
cated to safe AI, particularly on specification and alignment issues. 

22 US National AI R&D Strategic Plan 2019 update

https://tailor-network.eu/
https://www.humane-ai.eu/
https://digital-strategy.ec.europa.eu/en/policies/plan-ai
https://adr-association.eu/
https://aiindex.stanford.edu/wp-content/uploads/2022/03/2022-AI-Index-Report_Master.pdf
https://www.nitrd.gov/pubs/National-AI-RD-Strategy-2019.pdf
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3.	 More recently, the American National Science Foundation announced 
a $20M funding for a research program in AI safety ("Safe Learning-En-
abled Systems program"). 

In China, while the Chinese model has traditionally been thought to be 
careless about safety and trust, the country's ambitions in this area and 
its long-term vision should not be underestimated. 

Several academic and private players have been investing in the topic since 
the Xiangshan conference in November 2017, during which researcher He 
Jifeng (何积丰), introduced the concept of trustworthy AI. Among Chinese 
companies, JD, Tencent, and Megvii have all developed trustworthy AI initia-
tives. By January 2020 Megvii had established its Artificial Intelligence Gover-
nance Research Institute, and in April 2020 JD's research institute confirmed 
that trustworthy AI was becoming one of its main research focuses. 

Moreover, China is sensitive to the issue of an integrated research strate-
gy on trustworthy AI, incorporating general AI perspectives. In its white 
paper on trustworthy AI, CAICT highlights two avenues for further develop-
ment of Chinese trustworthy AI research:

1.	 Develop an "integrated" AI trustworthy research agenda, to avoid wor-
king in silos and allow different AI trustworthy research projects to com-
municate with each other and share a common framework; 

2.	 provide a roadmap anticipating the emergence of general artificial intel-
ligence (GAI), and expand trustworthy AI research to strong AI research. 

More generally, the Chinese government's increasingly cautious and conser-
vative approach to technology may also encourage safe and trustworthy AI 
efforts (see the "Internet Information Service Algorithm Recommendation 
Management Regulations" adopted by China in March 2022). 

Finally, the Chinese government understands the importance of having 
leading R&D players to impose its standards model. The Chinese company 
Huawei is an example of this.

Appendix 5

Conformity assessment in the EU’s AI Act

The AI Act imposes conformity assessment obligations on "high-risk" AI sys-
tems. These depend on harmonized standards developed by CEN-CENELEC, 
which will not only set a compliance framework for AI systems, but also for AI 
competencies and audit processes. 

AI systems that create a low or minimal risk will also be able to comply with a 
code of conduct that the AI Act does not specifically define. For these AI sys-
tems, it is therefore important to define the label that will structure this code 
of conduct at the European or even international level, and that will have to 
be inspired by technical standards to be legitimate.  

Under the AI Act's conformity assessment procedure for AI systems, providers 
of high-risk AI systems must first undergo a conformity assessment proce-
dure and then a post-market surveillance system. 

In the first case, the conformity assessment can be external and perfor-
med by a "notified body". This approach concerns

1.	 High-risk AI systems used as safety components of consumer products 
that are already subject to third-party ex ante conformity assessments

2.	 biometric identification of persons at a distance in real time and af-
terwards, which do not apply the harmonized standards or common 
specifications. 

After the conformity assessment, the notified body issues a certificate of as-
sessment of the EU technical documentation; the supplier then draws up an 
EU declaration of conformity, affixes the "CE" to the product, and draws up an 
EU declaration form.

https://www.nsf.gov/pubs/2023/nsf23562/nsf23562.pdf
https://www.nsf.gov/pubs/2023/nsf23562/nsf23562.pdf
https://cset.georgetown.edu/publication/artificial-intelligence-standardization-white-paper-2021-edition/
https://cset.georgetown.edu/publication/artificial-intelligence-standardization-white-paper-2021-edition/
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A notified body is a conformity assessment body designated by the notifying 
authority of the country in question. For example, for personal protective 
equipment (PPE), in France, the Direction Générale du Travail (DGT) is the no-
tifying authority. Concerning the AI Act, it is possible that the CNIL will 
have the role of notifying authority. Certification bodies (specialized 
startups, audit companies, and others) will have to be notified by this 
authority to be authorized to carry out this work.   

In a second case, the conformity assessment may be internal and perfor-
med by the supplier itself. The vendor may work with third parties such 
as auditing companies. This concerns autonomous high-risk AI systems (i.e. 
not concerned by cases 1/ or 2/ above). In this case, the provider must comply 
either with harmonized standards (if they exist); or with common specifica-
tions. After the conformity assessment, the provider then draws up an EU de-
claration of conformity, then affixes the "CE" to the product, and then draws 
up an EU declaration form. 

A post-market surveillance system is to be put in place when the AI sys-
tem is on the market to assess continued conformity. For AI systems that have 
received an external conformity assessment, the Notified Body also performs 
periodic audits.
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INSTITUT MONTAIGNE SAFE AND TRUSTWORTHY AI

AI, and with it our society, is at a historical turning point. We are now 
developing "general purpose" AI systems like ChatGPT, capable of per-
forming a large number of tasks. This could quickly become a decisive 
competitive advantage for companies and countries alike. 

However, these systems represent a major and growing security 
challenge. Not only because they can be used by malicious actors, but 
also because the statistical nature of today's AI systems poses unprece-
dented safety risks, which are now some of the most important techno-
logical barriers in the field. 

This challenge also represents a unique opportunity for France to posi-
tion itself as a leader in safe and trustworthy AI, by attracting some of the 
best AI talent, for whom safety is becoming a major concern and yet not 
properly addressed by their current employers. It has world-class resear-
chers in mathematics and AI, as well as cutting edge expertise in systems 
and software engineering for safety. Thanks to the powerful computers 
of the French National Centre for Scientific Research (CNRS), it is also one 
of the only European countries able to develop large, general purpose AI 
models.

To seize this opportunity, France must give itself the means to do so, with 
a disruptive innovation project and a fundamental research cluster de-
dicated to the development of safe and trustworthy general purpose AI 
systems. It must also ensure that the cutting edge but potentially dan-
gerous AI systems developed today by American and Chinese actors are 
subject to future European regulations, which are likely to define the in-
ternational requirements for AI safety and trustworthiness. 
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